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ABSTRACT

Precipitation extremes intensify in most regions in climate model projections. Changes in vertical velocities

contribute to the changes in intensity of precipitation extremes but remain poorly understood. Here, we find

that midtropospheric vertical velocities in extratropical precipitation extremes strengthen overall in simu-

lations of twenty-first-century climate change. For each extreme event, we solve the quasigeostrophic omega

equation to decompose this strengthening into different physical contributions. We first consider a dry de-

composition in which latent heating is treated as an external forcing of upward motion. Much of the positive

contribution to upward motion from increased latent heating is offset by negative contributions from in-

creases in dry static stability and changes in the horizontal length scale of vertical velocities. However, taking

changes in latent heating as given is a limitation when the aim is to understand changes in precipitation, since

latent heating and precipitation are closely linked. Therefore, we also perform a moist decomposition of the

changes in vertical velocities in which latent heating is represented through amoist static stability. In themoist

decomposition, changes in moist static stability play a key role and contributions from other factors such as

changes in the depth of the upward motion increase in importance. While both dry and moist decompositions

are self-consistent, themoist dynamical perspective has greater potential to give insights into the causes of the

dynamical contributions to changes in precipitation extremes in different regions.

1. Introduction

Projected changes in the intensity of precipitation

extremes in response to climate warming may be

decomposed into a positive thermodynamic contribu-

tion (roughly 6%K21 in the extratropics) from in-

creased humidity and a dynamical contribution from

changes in vertical velocities (Emori and Brown 2005;

O’Gorman and Schneider 2009). The dynamical con-

tribution is responsible for most of the geographical

and seasonal variation of the projected response of

precipitation extremes, and it is large enough to cause

decreases in the intensity of precipitation extremes

over parts of the subtropical oceans (Pfahl et al. 2017).

Here we focus on the dynamical contribution in the

extratropics, which is relatively robust across coupled

general circulation models (GCMs) (Pfahl et al. 2017)

but remains challenging to understand given the im-

portance of latent heat release in extreme precipitation

events (Nie et al. 2018).

Dwyer and O’Gorman (2017) identified extreme

precipitation events in coupled GCM simulations

using a high percentile of the 3-hourly precipitation

rate and then calculated the spatial extent and duration

of the events based on a minimum threshold of 25% of

that percentile. Extreme precipitation events in these

simulations were estimated to be on the order of

700 km in horizontal extent and 14 h in duration. As

a result, the quasigeostrophic omega (QG-v) equation

is a useful approximate tool to better understand

these events (e.g., O’Gorman 2015; Nie et al. 2018).

According to the QG-v equation, ascent is forced by

large-scale balanced flow and a feedback from diabatic

heating (Nie and Sobel 2016). Tandon et al. (2018b,

hereafter T18) and Tandon et al. (2018a) performed

scaling analyses of the terms in the QG-v equation for

extreme precipitation events in GCM simulations un-

der climate change. Here, we take an important further

step by numerically solving the QG-v equation in do-

mains centered on such events.
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We decompose the projected changes in vertical ve-

locities into different physical contributions. We begin

with a dry decomposition in which diabatic heating

(dominated by latent heating) is treated as an external

forcing. Consistent with the analysis of T18, we find that

increased diabatic heating tends to amplify the changes

in vertical velocities, and that this is partially offset by

the weakening effects of increased dry static stability.

However, we find that the contribution of changes in

horizontal length scale is relatively unimportant in the

subtropics in contrast to the analysis of T18, as discussed

in detail in appendix C.

The dry decomposition is useful as a first step and follows

the approach used in previous work, but it treats diabatic

forcing as an external forcing when it is really part of the

internal dynamics of the atmosphere (Emanuel et al. 1994).

In particular, changes in latent heating should not be taken

as independent from the vertical motion if the aim is to

understand changes in precipitation since the surface pre-

cipitation rate is closely related to the column-integrated

latent heating. Tomitigate this problem,we also introduce a

moist dynamical decomposition of changes in vertical ve-

locities in which latent heating is represented using a moist

static stability. The reduction from the dry static stability to

the moist static stability may be thought of as equivalent to

the latent heating feedback discussed previously (Nie and

Sobel 2016; Nie et al. 2018). In the moist decomposition,

factors such as changes in the moist static stability and in-

creases in thedepthof theupwardmotion in each event play

an important role.

We first describe the simulations and output used

and our definition of extreme precipitation events

(section 2). We then describe the numerical inversion

of the QG-v equation in the extreme precipitation

events (section 3), the response of the vertical veloc-

ities to climate change (section 4), and the physical

contributions to the changes in vertical velocities

in the dry decomposition (section 5) and moist de-

composition (section 6). We briefly describe the re-

sults for a second GCM and for daily precipitation

extremes (section 7) before giving our conclusions

(section 8).

2. Simulations and definition of extreme
precipitation events

We primarily focus on coupled model output from

the Community Earth System Model Large-Ensemble

Project (CESM-LE) (Kay et al. 2015) because of its

high resolution and availability of many ensemble

members. The contribution of GFDL CM3 (Donner

et al. 2011) to CMIP5 (Taylor et al. 2012) is also ana-

lyzed as a point of comparison. Climate change is

defined as the difference between the historical and

RCP8.5 scenario simulations, and percentage changes

of physical quantities are reported normalized by the

historical values and the change in global-mean surface

air temperature. For CESM-LE, the data are on a 1.258
longitude 3 0.948 latitude grid, and we use 1991–2000

for the historical climate and 2071–80 for RCP8.5. We

are able to analyze only 6 out of 40 ensemble members

of CESM-LE because of storage constraints and the

cost of extracting data to solve the QG-v equation for

many events. The ensemble members used are 1–5 and

35 (member 35 was used because it had previously been

downloaded). ForGFDLCM3, there is only one ensemble

member, the data are on a coarser 2.58 longitude 3 28
latitude grid, and we use 1980–99 for the historical simu-

lation and 2081–2100 for RCP8.5. We focus on 6-hourly

precipitation extremes in CESM-LE, but we also describe

results for GFDL CM3 and daily precipitation extremes

(section 7).

Six-hourly precipitation rates are directly available

for CESM-LE and are averaged from 3-hourly precipi-

tation rates for GFDL CM3 such that the centers of the

6-hourly precipitation averaging periods correspond to

the times of the instantaneous dynamical fields. The

pressure vertical velocity (v) is not directly available

and is instead calculated from other fields as described in

appendix A. Six-hourly instantaneous horizontal winds

(u, y) and temperature (T) are needed as inputs when

solving the QG-v equation, and these are linearly in-

terpolated in the vertical from a hybrid sigma coordinate

to a pressure coordinate.

We define an extreme precipitation event at a grid point

in a given climate as a 6-hourly period over which the av-

erage precipitation rate exceeds its 99.9th percentile for that

grid point and climate. Instances with zero precipitation are

included when calculating percentiles as recommended

by Schär et al. (2016), and thus the return period of

these 6-hourly events is 250 days. Visual inspection of in-

dividual extratropical events suggests that they are typically

associated with precipitation structures in extratropical

cyclones rather than gridpoint storms. A small fraction of

events are excluded from the results due to issues such as

numerical instability of the QG-v inversion or the inverted

vertical velocity at 500hPa being downward (see appendixB

for details of event selection). Taking the six ensemble

members of CESM-LE together, there are roughly 85 6-

hourly extreme precipitation events to be analyzed at

each grid point in each climate. Using only one event

when events are adjacent in time would have removed

roughly 18% of all events in the extratropics, but we

chose not to remove them because that would change

the weighting of events of different durations and thus

complicate comparison to previous studies.
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An example event that took place in the northern

Pacific Ocean in the modeled fall season is shown in

Fig. 1. The synoptic maps of this event show a low

pressure system with upward motion mostly on the

eastern side (shading in Fig. 1c) that is partly driven by

large-scale forcing as represented by the Q-vector di-

vergence (contours in Fig. 1d).

3. Numerical inversion of the QG-v equation

To understand the behavior of the vertical velocities

in the extreme precipitation events, we numerically

solve the QG-v equation to give vQG for all such events

at grid points between 708S and 708N. For each event, we

expand a three-dimensional domain centered around

the location of the event, as illustrated for our example

event in Fig. 1b.

For CESM-LE, the inversion domain extends 29 grid

points (;3000km) in each horizontal direction and from

1000 to 100 hPa in the vertical when there are no missing

(subsurface) values in the domain. However, the domain

can shrink to a minimum of 15 grid points simulta-

neously in both horizontal directions to avoid missing

values where the surface pressure is below 1000hPa. If

this horizontal shrinking is not sufficient to avoidmissing

values, the lower boundary is then moved up to levels as

high as 550 hPa. For GFDL CM3, the domain is chosen

following the same approach except that it varies be-

tween 15 grid points (;3300km) and 9 grid points as

necessary in each horizontal direction. We apply these

choices of domain size to ensure that the domains have a

minimumwidth of about 1500 km. Changing the domain

sizes to be smaller or bigger by 20% was found to not

affect the results.

FIG. 1. A typical extreme precipitation event from the historical climate in CESM-LE featuring strong upward

motion in the center of the domain. (a) The extreme precipitation event (red dot) is defined as an exceedance of the

6-hourly precipitation rate at a given grid point (blue line with squares) relative to the 99.9th percentile of the

distribution at that grid point (yellow dashed line). (b) The precipitation rate for the event is shown by the contours

at the bottom with an interval of 20mmday21 and vQG is shown by the shading at 500 hPa and above. The two red

dots indicate the horizontal location of the extreme precipitation event at the surface, and the red star indicates the

location at which we evaluate v andvQG at 500 hPa. (c) The surface pressure anomaly is shown by contours with an

interval of 10 hPa, and v at 500 hPa is shown in shading. (d) The divergence of the Q-vector field (2= �Q) is shown

with a contour interval of 2 3 10217 s23 Pa21 without zero contour, and vQG at 500 hPa is shown in shading. Gray

squares in (c) and (d) depict the domain used to invert the QG-v equation for this event.
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We impose Dirichlet boundary conditions on all bound-

aries: vQG is set to climatological means on the lateral

boundaries and to zero at both the top and bottom bound-

aries. This bottomboundary condition is a simplification that

neglects topographic forcing and Ekman pumping, but the

results at 500hPa are nonetheless reasonably accurate, and

the impact of instead taking the exact boundary values from

the GCM simulations is discussed in section 7.

The QG-v equation is written as

�
=2s1 f 20

›2

›p2

�
v
QG

5Adv2
k

p
=2J , (1)

where f0 is the Coriolis parameter evaluated at the

center of the domain, p is pressure, k is the ratio of the

gas constant to specific heat capacity at constant pres-

sure, and J is the diabatic heating. The static stability

parameter s is given by s52[RT/(pu)][›u/›p], whereR

is the gas constant for dry air, T is temperature, and u is

potential temperature. The advective forcing is given by

Adv522=
h
�Q1 f

0
b
›y

g

›p
, (2)

where b is the meridional derivative of the Coriolis pa-

rameter and =h is the horizontal gradient. We calculate

the Q vector (Q) in Eq. (2) in spherical coordinates:

Q52f
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a cosf
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1 u
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1 y

g
sinf

�
2

›y
g

›p

1

a

›u
g

›f

�
j ,

(3)

where a is Earth’s radius, ug and yg are the zonal and

meridional geostrophic winds, l andf are longitude and

latitude, and i and j are the zonal and meridional unit

vectors, respectively. This form of Q vector is the same

as that given by Eq. (19) in Dostalek et al. (2017), except

that we approximate the Coriolis parameter with f0 at

the center of the domain of each event.We choose to use

the Q vector form of the QG-v equation (Hoskins et al.

1978) because it yields a smoother advective forcing

(Adv) than the traditional form, and this is likely be-

cause it avoids a cancellation between terms in the tra-

ditional form that can lead to substantial errors when the

derivatives are approximated numerically. To minimize

the influence of gravity waves, the geostrophic winds are

calculated as the rotational component of the horizontal

wind (Nielsen-Gammon and Gold 2008), which is ob-

tained through inverting the relative vorticity on a global

spherical grid in pressure coordinates. We use smoothing

of temperature and a spatially varying static stability to

improve the accuracy and stability of the numerical in-

versions as described in detail in appendix A.

The QG-v equation is inverted in each event domain

in spherical coordinates using a 3D variant (Zedan and

Schneider 1983; Ferziger and Perić 2002) of the strongly

implicit method (Stone 1968), similar to the approach of

Shaevitz et al. (2016). The inverted field ofvQG is shown

for the example event as shadings in Figs. 1b and 1d, and

it agrees well with the vertical velocity calculated from

model output (shading in Fig. 1c).

In this paper we focus on vQG at 500hPa for simplicity.

However, as can be seen from Fig. 1b, the maximum of

surface precipitation and the maximum of 2vQG at

500hPa need not be collocated in the horizontal. We

choose to focus on the local maximum value of 2vQG at

500hPa that is closest in horizontal distance to the ex-

treme precipitation event. This localmaximum is taken to

represent the center of the dominant upward motion at

500hPa, which likely contributes substantially to the

surface precipitation over the 6-h (or daily) averaging

period. However, if the local maximum is too far away

from the event, we discard the event according to our

event exclusion criteria in appendix B. For consistency,

the values of v and other variables that we plot in all

subsequent figures are taken from the same location as

the local maximum of 2vQG for each event. Similarly,

averages across extreme precipitation events for all var-

iables are evaluated at these locations.

Averaging across all events for each grid point, which

we denote by an overbar, the static stability term (=2svQG)

and the diabatic heating term [2(k/p)=2J] are the

dominant terms in the QG-v equation and are of similar

magnitudes as shown in Fig. 2 (see Fig. S1 in the online

supplemental material for the zonal mean in the extra-

tropics). This similarity is expected for events driven by

large-scale dynamical forcing in the free troposphere since

s1 (Jk)/(pv)may thenbe viewedas ameasureof themoist

stability which will be close to zero for a stratification that is

close to moist adiabatic in extreme precipitation events

(O’Gorman 2015). The vertical curvature term (f 20 ›
2
pvQG)

and the advective forcing term (Adv) are of comparable

magnitudes to each other but are considerably smaller in

magnitude than the other two terms.

We have shown in this section that vQG captures the

behavior of v in one example event. Further validation

of vQG and its response to climate change is given in the

next section.

4. Vertical velocities associated with precipitation
extremes and their response to climate change

The instantaneous vertical velocity averaged over all

extreme precipitation events at one grid point (v) is
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interpreted as the vertical velocity associated with pre-

cipitation extremes for that location. As shown for the

historical simulations in Fig. 3a, v at 500hPa is generally

negative in extreme precipitation events, consistent with

upward motion, and maximizes in strength in regions

such as the extratropical storm tracks. There are events

associated with downward motion at 500hPa in the sub-

tropical ocean deserts, and these events typically have

ascent at lower levels. However, we neglect events with

downward motion at 500hPa according to our exclusion

criteria because the downward motion at 500hPa is not

contributing positively to the precipitation.

The spatial pattern of vQG at 500 hPa in the historical

climate closely resembles that of v (cf. Figs. 3a,b), al-

though the magnitude is underestimated by roughly

14% if averaged over the extratropics of both hemi-

spheres between 308 and 708 in the historical and the

RCP8.5 simulations. The underestimationmostly results

from not using the exact lateral and bottom boundary

conditions (see section 7), and it is most pronounced

around the Tibetan Plateau, the Rocky Mountains, and

Antarctica.

The response of v to climate change is a strengthening

or little change in the extratropics, with weakening pri-

marily confined to parts of the subtropical oceans and

nearby land regions (Fig. 4a). This is broadly consistent

with the dynamical contribution calculated by Pfahl et al.

(2017) for projected changes in daily precipitation ex-

tremes, although for daily precipitation extremes there

is amoremixed response in the extratropics (see section 7).

The zonal-mean response ofv shows a strengthening at all

extratropical latitudes (Fig. 5a), and the extratropical-

average response is relatively modest at 1.9%K21. This

extratropical-average response is calculated by taking the

percentage change of the zonal mean at each latitude,

averaging between 308 and 708 latitude with area weighting

in both hemispheres, and normalizing by the increase in

global-mean surface air temperature. Extratropical-average

responses calculated in this way are summarized in Tables 1

and 2.

FIG. 2. Eventmean of terms in theQG-v equation [Eq. (1)] at 500 hPa for precipitation extremes inCESM-LE. Terms

on the right-hand side of the equation are shownwith aminus sign so that the sum is zero. Shown are terms involving the

(a) static stability (=2svQG), (b) diabatic heating [(k/p)=2J], (c) vertical curvature (f 20 ›
2
pvQG), and (d) advective

forcing (2Adv). Note that (a) and (b) have much larger magnitudes than (c) and (d) and are shown with a different

color bar. Tropical regions between 38S and 38N are masked due to a larger fraction of unstable solutions in the

inversion of the QG-v equation. Also masked are the Tibetan Plateau and grid points with fewer than 30 events. A

1–2–1 filter was applied three times in each direction to the results for clarity.

FIG. 3. (a) v and (b) vQG, both in Pa s21, at 500 hPa associated

with precipitation extremes in the historical simulations with

CESM-LE. Masking and smoothing are as in Fig. 2.
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The response of v to climate change is well captured

by vQG in terms of the regional response (cf. Figs. 4a,b)

and in the zonal average (Fig. 5a), and thus we will an-

alyze the contributions to changes in vQG to better un-

derstand this response.

5. Dry decomposition

We decompose changes in vQG at 500 hPa into dif-

ferent physical contributions according to the QG-v

equation. We begin with a dry decomposition in

which the diabatic heating (J), dominated by latent

heating, is considered as an external forcing. For

each event, we focus on the local maximum of 2vQG

at 500 hPa as described at the end of section 3. The

QG-v equation [Eq. (1)] involves second derivatives

in space, and thus we need a method to represent

the length scales involved in these derivatives in

order to quantify their contribution to changes in

vQG. We do this using effective wavenumbers that

are defined in terms of the second derivatives of the

fields as ~k2 52=2(svQG)/(svQG), ~k2
J 52=2J/J, and

~m2 52›2pvQG/vQG. We refer to them as effective

wavenumbers rather than wavenumbers because a given

disturbance will have more than one wavelength. Note

that ~k2 accounts for the combined spatial structure of

vQG and s. Equation (1) then becomes

2~k2sv
QG

2 f 20 ~m2v
QG

5Adv1
k

p
~k2
JJ , (4)

which implies that apart from contributions of Adv and

J, the magnitude of vQG is also affected by the local

curvatures of svQG and J.

To determine the average contributions to changes in

vQG we need to average Eq. (4) across events in a given

climate, but a simple average across events will lead to

averages of products of variables, which are difficult to

disentangle since the variables vary across events and

FIG. 4. Percentage changes of vertical velocities at 500 hPa associated with precipitation extremes in CESM-LE,

and the contributions to these changes in the dry decomposition. Shown are changes in (a) v and (b) vQG, (c) the

sum of all contributions, and contributions from changes in (d) diabatic heating J, (e) static stability ŝ, (f) horizontal

wavenumbers k and kJ, (g) vertical wavenumber m, and (h) advective forcing Adv. The percentage changes are

relative to the historical climate and are normalized by the increase in global-mean surface air temperature.

Masking and smoothing are as in Fig. 2.
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are not independent. We instead define a compos-

ite event that represents all events that occur at a

given gridbox in a given climate and that satisfies

the QG-v equation. We define composite effective

wavenumbers as k2 52=2(svQG)/svQG, k
2
J 52=2J/J,

m2 52›2pvQG/vQG, and a composite static stability as

ŝ5svQG/vQG. The event-average of Eq. (1) at each

gridbox can then be written exactly as

2k2ŝv
QG

2 f 20m
2v

QG
5Adv1

k

p
k2
JJ . (5)

Our focus on the local maximum of 2vQG helps to en-

sure that k2 and k2
J are positive. For the rest of the paper,

we will not refer to the wavenumbers of an individual

event in Eq. (4) but only their composite forms in

Eq. (5). Although the composite static stability ŝ cannot

be completely separated from vQG and is therefore af-

fected by the vertical velocity, it nonetheless agrees with

what would be obtained from a simple average over the

extreme events (s). Our results for the dry decomposi-

tion would be similar if we used s instead of ŝ, but the

use of a composite static stability becomes important for

maintaining accuracy in the moist decomposition in

section 6 in which the smaller moist static stability can

have large fractional variations across events.

FIG. 5. Percentage changes in zonal-mean v (black dashed) and vQG (black solid) at 500 hPa associated with

extratropical precipitation extremes in CESM-LE, and the contributions in the (a) dry and (b) moist decomposi-

tions. Both panels show the sum of all contributions (black dotted) and the contributions from changes in vertical

wavenumber (green), advective forcing (light blue), and the combined contribution of horizontal wavenumbers k

and kJ (yellow). Also shown in (a) are contributions from changes in diabatic heating (red solid), its approximation

using Eq. (8) (red dash–dotted), and dry static stability (solid blue with boxes). Also shown in (b) are contributions

from changes in residual diabatic heating in Eq. (11) (red dashed) and moist static stability (solid blue with boxes).

The percentage changes are relative to the historical zonal-mean values and are normalized by the increase in

global-mean surface air temperature. A 1–2–1 filter was applied once to each line for clarity.

TABLE 1. Changes (%K21) in vertical velocities and contribu-

tions in the dry decomposition averaged over the extratropics (308–
708 in both hemispheres) for 6-hourly and daily precipitation

extremes with CESM-LE and GFDL CM3. All events are calcu-

lated at the 99.9th percentile except for the daily events in GFDL

CM3, which are at the 99.5th percentile.

6-hourly Daily

CESM GFDL CESM GFDL

v 1.9 2.0 0.9 0.6

vQG 2.0 2.0 1.5 0.7

J 6.4 7.4 5.8 6.4

ŝ 23.6 24.0 23.1 23.5

Adv 0.0 20.4 20.1 21.2

k, kJ 20.8 21.2 20.9 21.3

m 0.2 0.5 0.1 0.5

TABLE 2. As in Table 1, but for the moist decomposition.

6-hourly Daily

CESM GFDL CESM GFDL

v 1.9 2.0 0.9 0.6

vQG 2.0 2.0 1.5 0.7

Jres 20.6 0.9 20.8 1.4

ŝm 1.9 1.2 2.5 1.7

Adv 0.2 20.8 20.1 22.5

k, kJ 20.4 20.6 20.7 20.7

m 0.6 1.1 0.3 0.9
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Equation (5) can then be solved for vQG as

v
QG

52
Adv1

k

p
k2
JJ

k2ŝ1 f 20m
2
. (6)

We use a linear expansion (first-order Taylor expansion)

of Eq. (6) about the historical values to decompose the

response of vQG to climate change into contributions

from changes in static stability (ŝ), horizontal wave-

numbers (k, kJ), vertical wavenumber (m), QG forcing

(Adv), and diabatic heating (J). The effects of changes

in the horizontal wavenumbers are combined because

they offset one another as discussed below. The addition

of all the contributions approximately reconstructs the

change in vQG (Fig. 4c).

The largest contributions are from changes in diabatic

heating (J) and static stability (s) (Figs. 4d,e). We later

show in section 6 that J is well approximated by latent

heating in saturated moist-adiabatic ascent, and thus J

depends on the vertical velocity and the amount of water

vapor at saturation. The contribution of changes in J is

mostly a strengthening with an extratropical average

contribution of 6.4%K21, consistent with the increasing

saturation vapor pressure. But the contribution from

changes in J can also be negativewhere a sufficiently large

weakening of upward motion cancels the strengthening

from higher saturation vapor pressure.1 The contribution

of changes in s is almost uniformly a weakening, consis-

tent with the projected increase of tropospheric dry static

stability with warming (Frierson 2006). In the extra-

tropical average, the contribution from increases in static

stability (23.6%K21) offsets a substantial portion of the

effect of increased diabatic heating (6.4%K21).

Changes in both vertical wavenumber and advective

forcing contribute little in the dry decomposition, with

extratropical-average contributions of 0.2% and 0.0%K21,

respectively (Figs. 4g,h). The vertical wavenumber de-

creases because of an upward stretching of the vertical

velocity profile, consistent with an increase in the depth of

the upward motion in extreme events as the climate warms

(Singh andO’Gorman 2012; Fildier et al. 2017), and leading

to a positive contribution to the upward motion at 500hPa.

It may seem surprising that changes in advective forcing

make a negligible contribution given that advective forcing

is likely to be ultimately driving many of the events.

Percentage changes in the Q vector may be expected to be

of similar magnitude to percentage changes in eddy kinetic

energy which are of order 1% or 2%K21 seasonally in

climate-model projections (O’Gorman 2010). The smaller

contribution from changes in advective forcing results from

the dominance of the diabatic heating term over the ad-

vective forcing term on the right-hand-side of the QG-v

equation (Fig. 2). This smaller role for advective forcing, at

least in the dry decomposition, is consistent with a greater

role for changes in thermodynamic environments rather

than changes in large-scale dynamical environments as

hypothesized by Nie et al. (2018). However, the effect of

Adv is greater in themoist decomposition (section 6) due to

an increased sensitivity when amoist static stability is used.

The combined changes in the horizontal wavenumbers

weaken the upward velocity at higher latitudes (Fig. 4f),

but averaged over the extratropics, the combined con-

tribution is only 20.8%K21. Both k and kJ increase

substantially with climate warming (not shown), which

implies a decrease in the horizontal length scale of the

vertical velocity field. This consistent decrease in length

scale differs from the more mixed response of regional

increases and decreases in the length scale of ascent (T18)

or of precipitation (Dwyer andO’Gorman 2017) found in

previous studies of extreme precipitation events, likely

because different models, measures of length scale, and

extremeness of events were used. However, the contri-

butions from the increases in k and kJ partially cancel

each other in the QG-v equation (Fig. 6).

To see why these contributions from changes in k

and kJ partially cancel each other, it is helpful to ap-

proximate Eq. (6) by neglecting Adv and f 20m
2, con-

sistent with the balance of terms in Fig. 2, to give

FIG. 6. Contributions in the dry decomposition from changes in (a) k

and (b) kJ to the change in vQG at 500hPa associated with 6-hourly

precipitation extremes in CESM-LE. Percentage changes are shown

relative to the historical climate and normalized by the change in global-

mean surface air temperature. Masking and smoothing are as in Fig. 2.

1 The circular nature of this argument—in which we are trying to

explain changes in vertical velocities through changes in J and then

explaining changes in J through changes in vertical velocities—is

part of the motivation to introduce a moist decomposition in the

next section.
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vQG ’ 2(kk2
JJ)/(pk

2ŝ). For changes between climates

denoted by d, we then have that

dv
QG

v
QG

’ dk2
J

k2
J

2
dk2

k2
1

dJ

J
2

dŝ

ŝ
, (7)

which is a good approximation for the changes in vQG

(Fig. S2). Because latent heating in extreme precipitation is

closely tied to upward motion, we expect k ’ kJ and thus

according to Eq. (7) the contributions from changes in k and

kJ shouldoffset oneanother, consistentwithFig. 6.However,

at higher latitudes (polewardof 508) the increase ink is larger
than the increase in kJ, possibly because advective forcing

plays a bigger role at these latitudes, which weakens the link

between spatial variations in diabatic heating and vertical

motion. The bigger increase in k than kJ at higher latitudes

yields a net weakening contribution to upward motion at

these latitudes (Fig. 4f). The contributions from changes in k

and kJ also offset one another in the subtropics, and we find

that the overall contribution fromchanges in horizontal scale

is substantially smaller from what would be expected based

on the scaling analysis of T18 for this region as discussed in

appendix C.

The zonal-meandry decomposition for the extratropics in

Fig. 5 shows a dominant role of changes in diabatic heating

and dry static stability, and that the strengthening effect of

increased diabatic heating is partially offset by the weak-

ening effect of increased dry stability.Wewill see in the next

section that when this partial offsetting is taken into account

by introducing a moist static stability, other factors such as

changes in the advective forcing and the increase in depth of

the upward motion become more important.

6. Moist decomposition

Weintroduceamoist decompositionof theQG-v equation

that links diabatic heating to the vertical velocity and thus

avoids treating it as anexternal forcing.Thediabaticheating in

extreme precipitation events is dominated by latent heating,

and here we approximate it as the latent heating associated

with saturated moist-adiabatic ascent,

J52
p

k
vs*1 « , (8)

where s* is the static stability parameter for a moist-

adiabatic lapse rate and « is the error of the approxi-

mation. Equation (8) follows from Eq. (1) of O’Gorman

(2011), and similar parameterizations of condensational

heating have been used previously (Emanuel et al.

1987). For convectively unstable events in which the

stratification is close to moist adiabatic, the approxima-

tion in Eq. (8) may also be viewed as a simple quasi-

equilibrium convective parameterization that maintains

a moist-adiabatic vertical temperature profile when

convection is forced by large-scale ascent. The extreme

precipitation events in our analysis are generally close to

saturation, and the first term on the right-hand side of

Eq. (8) is a good approximation for the diabatic heating

in these events, particularly for the strongest events as

shown in Fig. 7. This approximation also faithfully cap-

tures the contribution of changes in diabatic heating to

the changes invQG in response to climate change (cf. the

red solid and dash–dotted lines in Fig. 5a).

Substituting Eq. (8) into the event-averaged QG-v

Eq. (5) gives that

2k2ŝv
QG

1 k2
Js*v2 f 20m

2v
QG

5Adv1
k

p
k2
J« . (9)

The similarity of the first two terms on the left-hand side of

Eq. (9) suggests that it will be useful to consider a moist

static stability that measures the deviation of the static sta-

bility (s) from the static stability for a moist-adiabatic lapse

rate (s*). We therefore introduce a composite moist static

stability ŝm 5 ŝ2 ŝ*, where ŝ*5vQGs*/vQG. Rewriting

Eq. (9) using ŝm gives a moist QG-v equation:

2k2ŝ
m
v

QG
2 f 20m

2v
QG

5Adv1
k

p
k2
JJres , (10)

where we have defined the residual diabatic heating as

J
res

52
p

k

 
vs*2

k2

k2
J

v
QG

s*

!
1 « . (11)

FIG. 7. Diabatic heating at 500 hPa in 6-hourly extreme precip-

itation events vs its approximation by 2(p/k)vs* in Eq. (8) based

on saturated moist-adiabatic ascent. The dashed black line is the

one-to-one line. Each dot is the mean of all the events at a grid

point from the historical (blue) and RCP8.5 (orange) simulations

with CESM-LE. Results are shown for extratropical grid points

between 308 and 708 for both hemispheres.
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The term Jres arises because not all of the diabatic heating

is well represented by the latent heating associated with

moist-adiabatic ascent at the velocity given by vQG. We

find that Jres is generally positive, and this is because the

magnitude of v is generally underestimated by vQG.

Differences betweenkJ andk and the error « inEq. (8) also

contribute to Jres.

Manipulating Eq. (10) yields

v
QG

52
Adv1

k

p
k2
JJres

k2ŝ
m
1 f 20m

2
. (12)

Note that k and kJ in Eq. (12) are the same as in the dry

decomposition. The moist static stability is smaller than

the dry static stability and would be zero if the stratifi-

cation in the extreme precipitation events was exactly

moist-adiabatic. A linear expansion of Eq. (12) about

the historical values gives the moist decomposition of

changes in vQG into contributions from changes in moist

static stability (ŝm), horizontal wavenumbers (k, kJ),

vertical wavenumber (m), advective forcing (Adv), and

residual diabatic heating (Jres).

The moist decomposition is shown versus latitude and

longitude in Fig. 8 and in the zonal mean for the extra-

tropics in Fig. 5b. The sum of all contributions approxi-

mately reconstructs the total response (cf. Figs. 8b,c).

Remarkably, the contribution from changes in moist static

stability is similar in pattern and magnitude to the total

response in both the extratropics and subtropics (Fig. 8e).

The contribution from changes in residual diabatic heating

has an extratropical average of only 20.6%K21, which is

considerably smaller than the extratropical average of the

contribution from diabatic heating in the dry decomposi-

tion (6.4%K21). However, at lower latitudes the contri-

bution from changes in residual diabatic heating is sizable

and tends to partly offset the contribution from changes in

moist static stability (cf. Figs. 8d,e).

FIG. 8. Percentage changes of vertical velocities at 500 hPa associated with precipitation extremes in CESM-LE

and the contributions to these changes in themoist decomposition. Shown are changes in (a) v and (b) vQG, (c) the

sumof all contributions, and contributions from changes in (d) residual diabatic heating Jres, (e)moist static stability

ŝm, (f) horizontal wavenumbers k and kJ, (g) vertical wavenumber m, and (h) advective forcing Adv. The per-

centage changes are relative to the historical climate and are normalized by the increase in global-mean surface air

temperature. Masking and smoothing are as in Fig. 2.

7134 JOURNAL OF CL IMATE VOLUME 33

D
ow

nloaded from
 http://journals.am

etsoc.org/jcli/article-pdf/33/16/7125/4981895/jclid190766.pdf by guest on 18 July 2020



Focusing on the extratropics, we find that decreases in

the moist static stability tend to strengthen the upward

motion with an extratropical average contribution of

1.9%K21, in contrast to the weakening effect of in-

creases in dry stability in the dry decomposition. The

decrease in moist static stability corresponds to the ex-

tratropical stratification becoming closer to moist adia-

batic with warming, an effect that has also been found

for the mean extratropical stratification as the climate

warms over a wide range in an idealizedGCM (see Fig. 9

in O’Gorman 2011). Replacing the dry static stability

with the smaller moist static stability and the diabatic

heating with the smaller residual diabatic heating increases

the importance of other terms in the moist decomposition

compared to the dry decomposition. The contribution

from decreases in vertical wavenumber (m) is larger in the

moist decomposition, with an extratropical-average con-

tribution of 0.6%K21 as compared to 0.2%K21 in the dry

decomposition. Similarly, the contribution from changes in

advective forcing (Adv) is larger in magnitude in themoist

decomposition, with an extratropical-average contribution

of 0.2%K21 as compared to 0.0%K21 in the dry decom-

position. However, k2 is multiplied by the smaller moist

static stability and k2
J is multiplied by a smaller residual

diabatic heating in Eq. (12), and the combined contribu-

tion from changes in k and kJ in themoist decomposition is

smaller in magnitude in the extratropical average in the

moist decomposition (20.4%K21) than in the dry de-

composition (20.8%K21).

Overall, the moist decomposition for CESM-LE sug-

gests that increased upward motion in extratropical

precipitation extremes as the climate warms results

primarily from decreased moist static stability and in-

creased depth of the upward motion. It is also note-

worthy that changes in moist static stability contribute

much of the spatial pattern and magnitude of changes in

vertical velocities in both the extratropics and subtrop-

ics, including some regions of weakening of ascent in the

subtropics, but we will see that residual diabatic heating

plays a greater role for GFDL CM3 as discussed in the

next section.

7. Results for GFDL CM3 and for daily
precipitation extremes

Changes inv are similar inmagnitude for GFDLCM3

to those for CESM-LE (Fig. S3) However, because

GFDL CM3 has a coarser horizontal resolution, the

horizontal Laplacian terms in the QG-v equation are

smaller in magnitude, and thus there is a relatively

greater role for the vertical derivative and advection

terms as compared to CESM-LE (Fig. S4). As a result,

the contributions from changes in vertical wavenumber

and advective forcing are of larger magnitude in the dry

and moist decompositions for GFDL CM3 (see Figs. S3,

S5, and S6 and Tables 1 and 2). One other notable dif-

ference is that the moist decomposition for GFDL CM3

has larger contributions from changes in residual dia-

batic heating, and changes in moist static stability con-

tribute less of the overall pattern and magnitude of the

change in vertical velocities.

The importance of changes in residual diabatic heating

for the response in GFDL CM3 suggests that differences

between v and vQG as well as diabatic heating not cap-

tured by the approximation for latent heating [the error

« in Eq. (8)] are more important for the response in this

GCM. Differences between v and vQG are caused by

unbalanced dynamics but also the boundary conditions

that we use when inverting the QG-v equation (i.e., cli-

matological means at the lateral boundaries and zero at

the top and bottom). We investigate the influence of the

boundary conditions by performing an additional set of

inversions for GFDL CM3 in which for each event, the

bottom and lateral boundary values for the inversions are

set to v from the GCM output. This new setup leads to a

500-hPa vQG that more accurately reproduces v, in that

the underestimation of v by vQG is 8% in the full-

boundary case compared to 20% in the default case.

However, the dry and moist decompositions remains

broadly similar (cf. Figs. S5 and S7 or Figs. S6 and S8),

which suggests that the boundary conditions are not a key

factor for our overall results.

Daily extreme precipitation events are analyzed simi-

larly to the 6-hourly events with some modifications. We

calculate the 99.9th-percentile daily events for CESM-LE

but the 99.5th-percentile daily events for GFDL CM3

because there are fewer events with daily precipitation

compared to 6-hourly, and GFDL CM3 has only one

ensemble member. With these choices, there are roughly

20 daily events per grid point for CESM-LE and 30 for

GFDL CM3. The precipitation rate for a given day is

calculated by averaging the four 6-hourly precipitation

rates for that day. The static stability parameter (s) is

calculated using the smoothed and time-averaged tem-

perature over the day. The vertical velocity (v) shown in

figures, advective forcing (Adv) and diabatic heating (J)

are computed at each 6-hourly instance and then aver-

aged to a daily value.

For daily precipitation extremes in CESM-LE (Figs. S9–

S11), the strengthening of upwardmotion in the extratropics

is smaller in magnitude (0.9%K21 in the extratropical

average) than for 6-hourly precipitation extremes

(1.9%K21). For daily precipitation extremes in GFDL

CM3 (Figs. S12–S14), the strengthening of upward mo-

tion is even less pronounced (0.6%K21) as compared to

the 6-hourly extremes (2.0%K21). The vertical velocity
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responses for daily precipitation extremes in both

GCMs have mixed positive and negative changes in the

extratropics (Figs. S9 and S12), consistent with the be-

havior of the dynamical contribution to changes in daily

precipitation extremes in the ensemble mean of CMIP5

(Pfahl et al. 2017). In the extratropical average, the

terms in the dry and moist decompositions are of the

same sign for daily extremes as for 6-hourly extremes,

with the exception of the contribution of changes in

advective forcing for CESM-LE (see Tables 1 and 2).

In the moist decomposition for both GCMs, more

negative contributions from changes in advective forcing

help to explain why the vertical velocities strengthen less

for daily precipitation extremes as compared to 6-hourly

precipitation extremes (Table 2). However, the weaker

responses in vertical velocities at 500hPa at the daily time

scale does not translate to equivalently weaker changes in

precipitation extremes at the daily time scale, perhaps

due to our sole focus on 500hPa instead of the whole

column, or differences in the thermodynamic response.

For example, in CESM-LE the extratropical-average

response of precipitation extremes is 6.4%K21 for

6-hourly events and 5.8%K21 for daily events, which

shows less of a difference than the responses in vertical

velocities at 500 hPa (1.9% for 6-hourly events and 0.9%

for daily events).

8. Conclusions

We have analyzed changes in vertical velocities as-

sociated with 6-hourly and daily precipitation extremes

at the 99.9th (or 99.5th) percentile in simulations of

twenty-first-century climate change with two coupled

GCMs. For each extreme-precipitation event, we solved

the QG-v equation in a local domain, and the resulting

vertical velocities at 500 hPa were shown to be in good

agreement with the vertical velocity from the GCMs. In

general, upward motion in the extreme precipitation

events is strengthened in the extratropics in response to

climate warming, and this was first explained by a dry

decomposition of the QG-v equation in which diabatic

heating was treated as an external forcing. According to

the dry decomposition, strengthening of upward motion

by increased diabatic heating is partly offset by in-

creased dry static stability and, to a lesser extent,

changes in the horizontal extent of the extreme events.

Changes in horizontal extent contribute little except at

higher latitudes, and their small contribution in the

subtropics is in contrast to previous results based on a

scaling analysis of the QG-v equation (T18).

The treatment of diabatic heating as an external forcing

is a significant limitation of the dry decomposition, espe-

cially when the overall aim is to understand changes in

surface precipitation rates which are directly related to the

column-integrated latent heating. Therefore, we derived a

moist formulation of the QG-v equation in which diabatic

heating is approximated by the latent heating in moist-

adiabatic saturated ascent. In the resulting moist decom-

position for CESM-LE, much of the spatial pattern and

magnitude of the change in vertical velocity is contributed

by changes in moist static stability, and this holds in both

the extratropics and subtropics. In the zonal mean, the

strengthening of upward velocities associated with extra-

tropical precipitation extremes is related to decreases in

moist static stability and increases in the depth of the up-

wardmotion under climatewarming. In the coarserGFDL

CM3 however, changes in residual diabatic heating, ad-

vective forcing and vertical extent play a greater role than

in CESM-LE.

Our results suggest that the QG-v equation is a useful

diagnostic tool to understand changes in vertical veloc-

ities in extreme precipitation events in response to cli-

mate change. The dry decomposition makes clear that

factors such as increases in dry static stability can at least

partly offset the effect of increased latent heating.

However, while the dry decomposition is self-consistent,

it does not take account of the fact that latent heating is

closely linked to vQG. The moist decomposition or

similar moist dynamical approaches are then crucial to

develop a deeper understanding of the physical causes of

changes in vertical velocities in precipitation extremes,

even if the smallness of the moist static stability makes

the moist decomposition challenging to perform accurately

particularly at lower latitudes. We have applied the QG-v

equation to extreme precipitation events in global GCMs

with relatively coarse grid spacings and hydrostatic dy-

namics. Since theQG-v equation relies on both hydrostatic

balance and quasigeostrophic scaling, its application to

higher-resolution simulations or observational datasets

would require care in defining the balanced winds at ap-

propriate length and time scales (Battalio and Dyer 2017).

In future work, it would be interesting to further in-

vestigate the contribution of changes in moist static

stability to regional changes in extreme precipitation.

Residual diabatic heating (i.e., diabatic heating that is

not captured by moist-adiabatic saturated ascent driven

by QG dynamics) is also important and could be inves-

tigated using higher-order equations for the vertical

velocity (Muraki et al. 1999; Davies 2015) or by includ-

ing convective-scale dynamics as in the approach of Nie

et al. (2018). Conversely, one could also work to im-

prove the approximation to diabatic heating [Eq. (8)] so

that the contribution of the error («) to residual diabatic

heating is reduced. In addition, changes in advective

forcing could be better understood by relating them to

changes in eddy kinetic energy (O’Gorman 2010) and
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changes in the horizontal length scales of the geo-

strophic winds (Kidston et al. 2010). It would also be

interesting to solve the QG-v equation and analyze

the dry and moist decompositions for precipitation

extremes in a wider range of GCMs and in different

seasons.
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APPENDIX A

Preprocessing of Inputs to the QG-v Equation

Since v is not directly available as model output, we

calculate it from other fields following Eq. (3.11) of

Simmons and Burridge (1981):

kTv

p
52

kT

p

ðh
0

= �
�
v
›p

›h

�
dh1 kTv �

�
1

p
=p

�
, (A1)

where h is the hybrid sigma vertical coordinate and

other variables take their usual meaning. We use dis-

cretized forms of the terms on the right-hand side of

Eq. (A1) following Eqs. (3.12) and (3.13) in Simmons

and Burridge (1981).

To reduce numerical noise, the temperature (T) at each

level is smoothed by a 3 3 3 running-mean filter. The

anomaly of the smoothed temperature field from its

horizontal mean over the event domain at each level is

rescaled so that it preserves the second moment of the

unsmoothed field. We use this rescaling mainly to main-

tain the meridional gradient of the temperature field.

With the smoothed T and the v as calculated above,

we compute the diabatic heating J from the thermody-

namic equation under the hydrostatic approximation in

pressure coordinates:

J5 c
p

�
›T

›t
1 v � =T2

p

R
vs

�
, (A2)

where v is the horizontal wind vector and cp is the spe-

cific heat capacity. Note that in order to calculate J as

accurately as possible, we do not apply quasigeostrophic

approximations when evaluating the thermodynamic

equation.

We calculate the static stability (s) locally using the

smoothed T field, which means that we allow s to vary in

the horizontal in order to increase the accuracy of the in-

version of the QG-v equation. This approach does not

compromise the derivation of theQG-v equation as long as

s is kept inside the Laplacian operator. Compared to the

traditional use of a homogeneous static stability calculated

from the horizontal-mean temperature over the domain

(s0), the spatially varying s also helps to prevent common

situations where s0 is smaller than the local s in the center

of the event, which is problematic for our moist decompo-

sition (section 6) if it results in a negative moist static sta-

bility. However, horizontal variations in s can decrease the

stability of numerical inversions, especially for locations

where s is close to zero, promoting large local values and

variations of vQG. To minimize this instability, we set the

spatially varying s to 20% of s0 whenever the spatially

varying s falls below this value. The resulting s field is also

smoothed and rescaled according to the same procedure as

for the temperature that we described above. The rescaling

of s helps to preserve the local variability of s around its

spatial average, particularly near the maximum of upward

motion.Not smoothingT ors gives generally similar results

except that more events are excluded and the changes in

vQG are underestimated by roughly 25%, although similar

conclusions are reached from the dry decomposition.

APPENDIX B

Exclusion of Events from the Analysis

A small fraction of extreme precipitation events are

excluded from all of our results. Events are excluded if

any of the following conditions holds:

1) The climatological mean surface pressure is lower

than 550 hPa.

2) The domain for theQG-v inversion still includes grid

points below the surface even when it is shrunk to the

smallest allowed size as described in section 3.

3) The closest local maximum of 2vQG at 500 hPa is

more than 3 grid points away in CESM-LE (2 grid

points in GFDL CM3) from the horizontal location

of the extreme precipitation event in either the zonal

or meridional direction.
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4) More than 10% of the grid points have negative s in

the three-dimensional inversion domain.

5) The numerical inversion of the QG-v equation is erro-

neous as manifested by ‘‘not a number’’ values (NaNs)

due to numerical instability or unphysically large vQG

(column-averaged absolute value larger than 10Pas21 at

the closest local maximum of2vQG at 500hPa).

6) The closest local maximum of 2vQG at 500 hPa is

positive, since this implies downward motion at

500 hPa which is not contributing to the extreme

precipitation at the surface.

Fewer than 8% of the total events in the extratropics

(between 308 and 708 latitude in both hemispheres) are

excluded in a given climate and GCM. Therefore, the

exclusion of these events is not expected to strongly

affect our results.

APPENDIX C

Comparison with T18

The results presented here for the contribution from

changes in horizontal wavenumbers differs from the

results of T18 as we now discuss. The dry decomposition

in Fig. 4 may be directly compared with Fig. 2 of T18

over latitudes 408–38S and 38–408N. Over this common

range of latitudes, our Fig. 4f shows a very small con-

tribution from changes in wavenumber (mostly below

the contour interval of 1.5%K21). By contrast, Fig. 2b of

T18 shows widespread contributions of changes in hor-

izontal length scale of much larger magnitude as in-

terpreted by T18 through their scaling Eq. (3). T18 used

daily rather than 6-hourly precipitation extremes, but

our results are still different from T18 for daily extremes

(see our Fig. S9f in the online supplemental material).

T18 motivated their scaling Eq. (3) using a simplified

balance of the QG-v equation that neglected the static

stability term, =2(svQG), but this is a dominant term

at all latitudes when the QG-v equation is numerically

inverted for the extreme events analyzed here (see

Fig. 2). T18 may have underestimated the static stability

term in the QG-v equation because they scaled

the Laplacian operator as =2 ; 21/L2 with the hori-

zontal length scale L defined by L2 5L2
x 1L2

y, where Lx

and Ly are the e-folding distances in x and y directions.

Instead, the Laplacian should typically be scaled as

=2 5 ›2x 1 ›2y ;2(1/L2
x 1 1/L2

y) (e.g., for the idealized

case of a sinusoidal disturbance), which is larger by a

factor of 4 when Lx 5 Ly. T18 also assumed that the

length scale of horizontal variations in v was similar to

the Rossby deformation radius which could contribute

to an underestimate of the static stability term, and it is

possible that the assumption of a parabolic shape of the

vertical structure of v also played a role.

A consequence of neglecting =2(svQG) is that changes

in horizontal length scale associated with the vertical

velocity are neglected whereas changes in horizontal

length scale associated with diabatic heating are taken

into account. In the analysis presented here, these hori-

zontal length scales enter through the composite effective

wavenumbers, k and kJ, and the contributions of changes

in k2 and k2
J partially cancel each other, although less so at

high latitudes (Fig. 6). This partial cancellation occurs

because kJ ’ k, and the wavenumbers enter the approx-

imate dry decomposition [Eq. (7)] in the combination

(dk2
J /k

2
J)2 (dk2/k2). The approximate dry decomposition

given by Eq. (7) is equivalent to the scaling Eq. (3) of T18

if the effects of changes in both k and dry static stability

are neglected. [Equation (7) is actually more similar to

the scaling Eq. (4) of T18, which has no dependence on

horizontal length scale but does include a dependence on

static stability.] T18 used their Eq. (3) to argue for an

important dependence on horizontal length scale, and

while this equation accounts for the contribution of k2
J , it

does not account for k2, which largely offsets the contri-

bution of k2
J in the subtropics in our analysis.

T18 also found a match in spatial pattern between

changes in vertical velocities and changes in horizontal

length scale. If we calculate the horizontal e-folding

length scale L as in T18, its changes show a spatial pat-

tern match with changes in vertical velocity for CESM-

LE, but the spatial patternmatch ismuch less apparent if

GFDL CM3 is considered or if k is used instead of L.

Thus, the pattern match seems to have sensitivity to the

GCM used and how the length scale is measured. Note

that in addition to using different GCMs than T18, we

also analyze less-extreme events (i.e., with a return pe-

riod of 250 days compared to the 10-yr maximum in

T18). Another difference is that we have to mask out

parts of the subtropical ocean dry zones in the Southern

Hemisphere becausemany of the precipitation extremes

in this region are not associated with ascent at 500 hPa,

whereas the subtropical dry zones are a primary focus of

T18. Nonetheless, we do not mask out the subtropical

dry zones in the Northern Hemisphere, and our inver-

sions of the QG-v equation and the approximate dry

decomposition Eq. (7) suggest that changes in k and kJ
will partly offset each other in the QG-v equation, and

thus the contribution from changes in horizontal length

scales will yield a smaller contribution than found in

T18, regardless of whether there is a pattern match be-

tween changes in length scale and v. To the extent that

there is a pattern match between increases in horizontal

length scale and weakening of upward motion in ex-

treme precipitation events in certain GCMs and for
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certain measures of length scale as found by T18, it may

require a different physical explanation than the QG-v

equation, which could be an interesting avenue for

future work.
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